The A\* algorithm is a popular pathfinding algorithm used to find the shortest distance between two points and is actually a modification of Dijkstra's algorithm. The A\* algorithm uses a heuristic based on estimating the distance from any searched node to the desired target node, and the A\* algorithm can be made to be Dijkstra's algorithm simply by setting the heuristic cost to zero for all the nodes. The A\* algorithm holds a priority queue of the optimal choices currently held to be possible paths from the origin node to the target node, and when one path 'deeper' in the queue is discovered to be shorter than the shortest path so far, it climbs to the lead of the priority queue. Shortest paths algorithms like A\* are types of combinatorial optimization problems that can be useful for real-world applications like route planning for shipping paths.

Without even parallelizing the code, there are some optimizations that can be made to the A\* algorithm. For example, research has been done discussing the use of precomputed paths for commonly used paths, or using particular landmarks and precalculating paths between them. Additionally, A\* can be modified to be a bidirectional search, wherein two searches are conducted “simultaneously” starting at both the origin node and the target node, branching out until they meet in the middle. The word “simultaneously” is in quotes because while it may appear like the bidirectional search is happening concurrently, with only one thread and/or processor the calculations are still happening serially, alternating between calculating the path from the start node and the path from the target node.

Using multiple threads and altering the algorithm to work more efficiently in a parallel environment, we will show that the parallelized version of the A\* algorithm is more efficient and can be used to compute the shortest path very quickly for large sets of data. For efficiency of runtime, it is important that your graph be connected (i.e., that all your nodes are connected to one another by way of some path in the graph and that no nodes are isolated) or that at least your start node and your end node are part of the same "connected component" of the graph. If your start node and end node are NOT part of the same connected component, your search (bidirectional or otherwise) will search through the ENTIRE search space within the connected component(s) of the graph that has your starting node (and within the full connected component that has your ending node, if doing a bidirectional search) - a very costly operation.
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